
International Journal of Heat and Mass Transfer 52 (2009) 1132–1137
Contents lists available at ScienceDirect

International Journal of Heat and Mass Transfer

journal homepage: www.elsevier .com/locate / i jhmt
A fast modelling tool for plate heat exchangers based on depth-averaged equations

Marko Lyytikäinen *, Taija Hämäläinen, Jari Hämäläinen
Department of Physics, University of Kuopio, P.O. Box 1627, FIN-70211 Kuopio, Finland
a r t i c l e i n f o

Article history:
Received 14 March 2008
Received in revised form 19 August 2008
Available online 5 November 2008

Keywords:
Plate heat exchanger
CFD
Depth-averaging
Pressure drop
Temperature change
0017-9310/$ - see front matter � 2008 Elsevier Ltd. A
doi:10.1016/j.ijheatmasstransfer.2008.10.001

* Corresponding author. Tel.: +358 17163076; fax:
E-mail address: Marko.Lyytikainen@uku.fi (M. Lyy
a b s t r a c t

In this study, the depth-averaged flow and energy equations for plate heat exchangers are presented. The
equations are derived by integrating the original 3D flow and energy equations over the height of the gap
between the bottom and top plates. This approach reduces the equations from 3D to 2D but still takes
into account the frictions on the surfaces and heat transfer through the plates. The depth-averaging
reduces the elapsed time of CFD simulations from hours to minutes. Thus, it is very practicable modelling
method in real time design work. 2D CFD simulations with depth-averaged equations are compared with
full 3D models for five different corrugation angles and corrugation lengths. The simulation results show
that the 2D model predicts with relatively good accuracy the profile of the pressure drop and the temper-
ature change as a function of the corrugation angle and the function of the corrugation length. In order to
get more extensive information about the significance of the different geometry parameters on the effi-
ciency of the heat exchanger, we simulated 30 different geometries with the fast 2D model. The results
suggest that the temperature change is not as sensitive for the geometrical modifications as the pressure
drop.

� 2008 Elsevier Ltd. All rights reserved.
1. Introduction

Increasing needs to reduce energy costs emphasize the effi-
ciency aspects in the heat exchanger design process. The most
common type of heat exchangers are plate heat exchangers, in
which plates are used to separate the hot and cold fluids. Thus,
the design of the plate surface is the key issue when aiming to
maximize the heat transfer. Nevertheless, the pressure drop has
to be taken into account as well because it is one important factor
affecting energy losses when pumping water in the heat exchan-
ger. Both the pressure drop and the heat transfer coefficient are
determined by the flow conditions, especially turbulence.

Most of the recent research on heat exchangers has focused
on different correlations between the Nusselt number and the
friction factor, because these quantities can be determined exper-
imentally over the whole heat exchanger, i.e., globally [7]. The
pressure drop and temperature change for multiple gap plate
heat exchangers depend partly on the flow distribution to the
channels from the conduit. The equations describing the flow dis-
tribution and pressure drop in plate heat exchangers have been
derived analytically [2,3]. These equations agree well with exper-
imental results for small and large plate packages, which shows
how the pressure distribution between the first and the last
channel is more uneven for larger plate packages [4,5]. Tempera-
tures, heat loads and pressure drops, and also their distributions
ll rights reserved.
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using a few channels and flat plates have been analyzed with
computational fluid dynamics (CFD) [6]. However, in our research
the effect of maldistribution need not be taken into account, be-
cause only the dependence of the pressure drop and heat transfer
on the channel geometry is studied. Flow phenomena and heat
transfer rate have been analyzed globally and locally with CFD
based modelling, giving invaluable information about the effect
of geometrical details on heat transfer rate and on friction losses
for the design work [8]. The small scale effects of corrugation on
heat transfer rate and friction losses have been studied by simu-
lating a few corrugation cycles using the side profile of the chan-
nel [9].

However, when determining the dependence of the heat trans-
fer rate and pressure losses on geometry parameters in the product
development process, efficiency analysis of a whole single plate
with dozens of different parameter combinations is needed. In
addition, the pre-processing, i.e., generating geometry and mesh,
is a very complicated and time consuming part of the whole devel-
opment process, because it has to be done for every geometry.
Therefore, simplifications are needed in order to make modelling
faster for a real design process. This can be accomplished by using
depth-averaged equations for flow and heat transfer modelling.
These equations are derived by integrating the original 3D flow
and energy equations over the height of the gap between the bot-
tom and top plates. This approach reduces the equations from 3D
to 2D but still takes into account the frictions on the surfaces,
height of the channel and heat transfer through the plates. Even
though some of the 3D flow structures are lost, this approach
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Nomenclature

D channel’s depth
Sm source term of mass
Pkv source of turbulence kinetic energy
P�v source of dissipation
c expansion coefficient of plate area
y* non-dimensional distance
j von Kármán constant
y�T non-dimensional thermal sublayer thickness
Dp pressure drop
Dp average of pressure drops
Dp� normalized pressure drop

S velocity profile
cf bed friction coefficient
uf friction velocity
e specific internal energy
P at point P
Prt turbulent Prandtl number
E empirical constant
yP distance from point P to the wall
DT� normalized temperature change
DT average of temperature changes
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describes the phenomena in the heat exchanger with relatively
good accuracy and it can be used in real time design work.

This paper introduces the depth-averaged flow and energy
equations for a plate heat exchanger. The goal of this approach
is to reduce the elapsed time of CFD simulations from hours to
minutes. The source terms for turbulence kinetic energy and
its dissipation rate in the standard k� � model are taken from
[10]. While they specified the heat transfer coefficient empiri-
cally as a global constant, we determine it in every computa-
tional cell by using local flow properties. The equations are
used for modelling the chevron-type heat exchanger, where the
plate geometries are presented with sine functions that contain
the most important geometry parameters: the corrugation angle,
the corrugation length and the corrugation depth. With this ap-
proach we need to generate only one 2D mesh and can present
the height of the plate gap in every horizontal position with the
source terms in governing equations. Thus, we can skip geome-
try pre-processing work and need only change the parameters of
the sine functions. In addition, modelling is much faster with a
2D mesh than with a 3D mesh.
2. Theory

2.1. Flow equations

In the present study, heat exchanger modelling is done using
depth averaged flow and energy equations with the commercial
CFD software Fluent. The steady-state depth-averaged mass con-
servation law can be written as

r � ðq~uÞ ¼ �q
D
~u � rD ¼ Sm ð1Þ

in which D is the channel’s depth, ~u ¼ ðu; vÞ is the depth-averaged
velocity vector and q is the density. The right hand side is defined
as a source term Sm. The source term of mass appears also in the
momentum equation that is required for flow modelling. Depth-
averaging of the z-directional derivatives of the stress tensor in
the 3D momentum equation leads to the following expression

1
D

Z D

0

@

@z
ðsizÞdz ¼ 1

D
sizðDÞ � sizð0Þ½ �; i ¼ x; y; ð2Þ

where sxz and syz are the friction forces on the bottom and the upper
surfaces. Fluid is assumed to be flowing horizontally, that is, the
velocity component w = 0. Horizontal velocity components u and
v are defined with the help of the average velocities u and v, and
the z-directional profile S in the following form

uðx; y; zÞ ¼ uðx; yÞ � SðzÞ; ð3Þ
vðx; y; zÞ ¼ vðx; yÞ � SðzÞ; ð4Þ
where
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n

1� 1� 2
D

z
����

����
n� �
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where n = 7 for turbulent flow. Therefore, the friction forces on the
bottom and the top surfaces are

sxz ¼ l @u
@z
¼ lu

@S
@z
¼ �4luðnþ 1Þ

D2 ; ð6Þ

syz ¼ l @v
@z
¼ lv

@S
@z
¼ �4lvðnþ 1Þ

D2 ; ð7Þ

where l is the dynamic viscosity. Now the 2D depth-averaged con-
servation law-of-momentum without the time derivative term can
be written as

r � ðq~u~uÞ ¼ �rpþr � ðsÞ þ~uSm �
4l~uðnþ 1Þ

D2 ; ð8Þ

where p is the pressure and s is the stress tensor.
Derived mass balance and momentum equations are sufficient

for laminar flow cases, otherwise we need to simulate turbulence
quantities. The simplified production terms for turbulence and its
dissipation are from [10]. The production of turbulent energy due
to wall friction for k and � equations is included via the production
terms

Pkv ¼ qck

u3
f

D
; ð9Þ

P�v ¼ qc�
u4

f

D2 ; ð10Þ

where the empirical parameters are

ck ¼
1

c1=2
f

;

c� ¼ 3:6
c2�c

1=2
l

c3=4
f

;

where cf

cf ¼
u2

f

u2 ð11Þ

is the friction coefficient, uf is the friction velocity, u is the velocity,
and the constants for standard k� � turbulence model are cl ¼ 0:09
and c2� ¼ 1:92. Now we have the source terms for mass balance,
momentum equations and turbulence model. These sources are
used in simulating 3D channel flow with 2D mesh. In addition,
when modelling the behavior of plate heat exchangers we also need
the energy equation for temperature modelling, which is derived in
the next section.
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Fig. 1. Pressure drop as a function of heat transfer coefficient for three different
flow rates.
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2.2. Energy equation

As in previous derivations, we ignore the time derivative term
that is the energy storage term. Other energy equation terms are
the net rate of energy inflow by convection, plus the heat transfer
rate across the boundary, plus the rate at which work is done on
the fluid within the volume, plus the rate at which energy is pro-
duced within the volume. The most important factors in this study
are convection with the flow and heat transfer through the lower
and upper plates. Streamwise heat conduction within the fluid
can be neglected for fluids with a Peclect number greater than
100 [11]. Thus, the depth-averaged energy equation can be written
in the form

r � q~u eþ 1
2
~u2

� �� �
¼ r � krT þr � ðs �~uÞ

� q
D

eþ 1
2
~u2

� �
~u � rDþ�

_q
D
ð1þ cÞ; ð12Þ

where c is the local expansion coefficient of the plate area, e is the
specific internal energy, k is the effective conductivity and T is the
temperature. Due to the wavy surfaces, the effective heat transfer
surface in 2D is taken into account by ‘‘expansion coefficient”

c ¼ A1 þ A2; ð13Þ

where
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where

G ¼ 2þ @D
@x
þ @D
@y

� �2

: ð18Þ

Note, that c ¼ 1 if the surfaces are horizontal plates so that
@D
@x ¼ @D

@y ¼ 0. In addition, the heat flux _q in Eq. (12) needs to be han-
dled with care. In [1] the law-of-the-wall for temperature consists
of the linear law for the thermal conduction sublayer, where
conduction is important, and the logarithmic law for the turbulent
region. The law-of-the-wall has the following form for incompress-
ible flow

T� � ðTw�TP ÞqcP c1=4
l k1=2

P
_q

¼
Pr y� ðy� < y�TÞ
Prt

1
j lnðEy�Þ þ P
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ðy� > y�TÞ

(
;

ð19Þ

where

P ¼ 9:24
Pr
Prt

� �3=4

� 1

" #
� 1þ 0:28e�0:007Pr=Prt

 �

; ð20Þ

kP is the turbulent kinetic energy at point P, TP is the temperature at
point P, Tw is the wall temperature, CP is the specific heat, Prt is the
turbulent Prandtl number (=0.85 at the wall), j is the von Kármán
constant (=0.4187), E is the empirical constant (=9.793) and y�T is
the non-dimensional thermal sublayer thickness. The non-dimen-
sional parameter y� is

y� �
qc1=4

l k1=2
P yP

l
; ð21Þ

where yP is the distance from point P to the wall. It follows that the
heat flux _q can be solved from Eq. (19).

2.3. Model validation

The fast modelling tool developed in this paper will be used to
compare heat transfer and pressure losses for various heat exchan-
ger designs. Thus, overall accuracy of the model is essential, but de-
tailed point-wise velocities, pressures or turbulence quantities are
not in our focus. First, 3D simulations are validated with experi-
ments, and secondly, results of the depth-averaged model is com-
pared to the 3D CFD predictions. Overall heat transfer coefficients
and pressure losses are measured for one geometry and for three
different flow rates. Measurements and 3D simulations are com-
pared in Fig. 1. As seen in the figure, the pressure drop as a function
of the heat transfer coefficient can be predicted with the 3D CFD
model accurately enough. Thus, the starting point of our modelling
work, that is, the full 3D model including the steady-state k� �
model, is reasonable.

The depth-averaged continuity and momentum equations can
be mathematically derived from the 3D equations, but depth-aver-
aging of the turbulence model includes closure problems and re-
quires simplifications. It leads to additional source terms for
turbulence kinetic energy and its dissipation which are adopted
from [10]. As concluded in [10], Froude number has to be at least
10 to get satisfactory results with the depth-averaged model when
the surfaces of flow channel are smooth. The limitation exists be-
cause buoyancy effects cannot be taken into account by depth-
averaged model. This condition is satisfied in the present study
as Froude number is in all simulations at least 50. Thus, the buoy-
ancy effects are insignificant.

In the light of these validations, the depth-averaged model is
sufficiently accurate for overall heat transfer and pressure loss cal-
culations, but one should be cautious about using the depth-aver-
aged model for detailed predictions of the point-wise velocity
components, temperature and other variables. It is also worth to
remember, that after using the fast depth-averaged model for



Fig. 3. Path lines in the plate gap for 2D (left) and 3D (right) geometries. (Only part
of the modelled channels are shown.)
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design examinations, all the most potential designs can be evalu-
ated with the full 3D model with higher accuracy.

2.4. The simulation setup

In the present study we have only one flow channel where cold
water flows. Both channel geometries, 3D and 2D for fast model-
ling, are illustrated in Fig. 2. The water is heated by the plates
above and beneath. Inflow water is set to be at a temperature of
323 K and plates at a constant temperature of 335 K. The used
boundary condition for inflow is velocity inlet and outlet is set to
be at a constant pressure of 0 Pa.
Fig. 4. Water heating in the plate gap for 2D (left) and 3D (right) geometries.
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Fig. 5. Normalized pressure drop as a function of the corrugation angle.
3. Results

In the previous section we presented 2D flow and energy equa-
tions for a 3D channel flow. The comparison between 2D and 3D
simulation results of the pressure drop and water heating with dif-
ferent geometries verify the usability of the 2D model in the prod-
uct development process. The 2D approach predicts well both flow
behavior and heating. This can be seen in Figs. 3 and 4 where path
lines and fluid temperature are shown for 2D and 3D geometries
with a corrugation angle of 55� and constant plate temperature
of 335 K. It can be seen that in the 2D geometry water circulates
around the junctions and heats up, so the hot spots of water are
identified, as in the 3D geometry.

Our model predicts well the change in pressure drop and tem-
perature as a function of the corrugation angle and the corrugation
length. Profiles of the pressure drop and the temperature change as
a function of the corrugation angle are presented in Figs. 5 and 6,
and as a function of the corrugation length in Figs. 7 and 8. The nor-
malized pressure drop and temperature change are determined by
dividing the absolute values by the average values

Dp� ¼ Dp
Dp

; ð22Þ

DT� ¼ DT

DT
: ð23Þ

For both quantities, dependencies on the corrugation angle and on
the corrugation length are accurately predicted in 2D.

For more extensive information about the efficiency of heat
exchangers as a function of the corrugation angle b and the corru-
gation length s we simulated 30 different geometries, where the
corrugation angle and the corrugation length varied between
55�–60� and 8–12 mm, respectively. The resulted pressure drops
and temperature changes are illustrated as interpolation surfaces
in Figs. 9 and 10. From these visualizations it is easy to see that
while the temperature change increases the pressure drop in-
creases too, in other words, the temperature change is highly pro-
portional to the pressure drop. In addition, the temperature change
Fig. 2. 3D channel geometry (left) and 2D channel geometry (right).
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Fig. 6. Normalized temperature change as a function of the corrugation angle.
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Fig. 7. Normalized pressure drop as a function of the corrugation length.
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Fig. 8. Normalized temperature change as a function of the corrugation length.

Fig. 9. Normalized pressure drop as functions of the corrugation angle and the
corrugation length.

Fig. 10. Normalized temperature change as functions of the corrugation angle and
the corrugation length.
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seems not to be as sensitive to geometrical modifications as the
pressure drop. Thus, it is hard to find one geometry that provides
low pressure drop and high temperature change at the same time.
However, for the certain acceptable pressure drop level, optimal
corrugation angle and length can be found. For example, the solu-
tion A in the Figs. 9 and 10 is interesting, because the pressure drop
is relatively low and the heat transfer is high compared to the solu-
tion B.

4. Conclusions

The design of the plate surface is the key issue in the product
development of heat exchangers, when maximizing the heat trans-
fer. It also affects the head loss, which, in turn, should be kept rea-
sonably small. CFD is a very promising tool to study heat
exchangers, but still one major challenge is the complex 3D geom-
etry of heat exchangers. The pre-processing, i.e., modelling the de-
tailed geometry and generating a good quality mesh, is extremely
time consuming. Furthermore, the actual simulation for a 3D heat
exchanger takes hours with an ordinary PC. Therefore, the develop-
ment of faster modelling methods is of utmost importance in order
to produce tools for real design work. Replacing the full 3D flow
and energy equations by the depth-averaged equations makes it
possible to save both human and CPU time. The complex 3D geom-
etry need not be modelled nor discretized in the pre-processing
state: instead, the plate gap is only described with source terms
in the depth-averaged equations, which are then solved in a very
simple and fixed 2D domain. The method is also very fast from
the point of view of a computational time, since obtaining the



M. Lyytikäinen et al. / International Journal of Heat and Mass Transfer 52 (2009) 1132–1137 1137
solution for one 2D geometry takes only few minutes. Even though
the depth-averaged equations lose some 3D flow structures, they
are capable of presenting the general flow behavior with surpris-
ingly good accuracy. Further, they speed up the design process
and help in finding the most interesting geometries, which can
be examined with 3D modelling and experimental pilot tests in
more detail. The method introduced in this paper gives a good ba-
sis for the further development of the fast and efficient modelling
of heat exchangers.
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